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TL; DR: 3x faster quantized LoRA fine-tuning with FP8 by addressing the quantization overhead of LoRA adapter

Key Contributions Proposed Method Experimental Results

Key Idea: Merge the LoRA branch into the backbone while training
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